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For the development of design theory for experiments with independent
observations, the so called equivalence theorem of Kiefer and Wolfowitz
(1961), henceforth KWEQ, and its extensions, has played a major role. It
allows quick checks, whether given designs are optimal and led to the devel-
opment of efficient algorithms for constructing good designs. One of the key
aspects of the KWEQ is the establishment of the equivalence of optimal de-
signs between two criteria of optimality, one related to parameter estimation,
the other related to prediction (classically between D- and G-optimality).

Unfortunately, since in the analysis of computer simulation data it be-
come standard to operate under the assumptions of dependent errors (cf.
Sacks et al. 1989), most of the conditions of the KWEQ are not met. In this
paper we intend to present the main obstacles towards establishing a similar
relationship for this case and investigate some possible avenues of solutions.
Non-additivity and nonconvexity are amongst these obstacles, which have re-
cently been reviewed by Müller and Stehlik, 2009a. Furthermore the concept
of Fisher information is conveniently used as a basis for designing efficient
experiments. However, if the output stems from computer simulations they
are often approximated as realisations of correlated random fields. Conse-
quently, the conditions under which Fisher information may be suitable must
be restated, which was undertaken in Stehlik and Müller, 2008.

Contrasting estimating underlying parameters and predicting a random
field at given unsampled settings or over a continuous region, the second task
usually leads to minimizing the maximum kriging variance at these sites or
over a region X , interpreted as the unconditional mean squared prediction
error for the best linear unbiased predictor, i.e.

min
ξ

max
x∈X

E[(ŷ(x|ξ)− y(x))2]. (1)

If the covariance parameters are estimated from the same dataset, the result-
ing additional uncertainty needs to enter the criterion. This uncertainty is
frequently approximated by the trace tr

{
M−1

θ Var[∂ŷ(x0)/∂θ]
}
, cf. Harville

and Jeske (1992) Consequently, Zimmerman (2006) regards

min
ξ

max
x∈X

{
Var[ŷ(x)] + tr

{
M−1

θ Var[∂ŷ(x)/∂θ]
}}

(2)
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as the design problem, which he terms EK-(empirical kriging-)optimality.
These designs are much more demanding to achieve than parameter estima-
tion designs, since they require embedded optimizations over the candidate
sets. For parameter estimation, on the other hand, particularly for deter-
mining a D-optimal design, Müller and Stehlik (2009b) have suggested a
compound criterion (according to Läuter, 1976):

Φ̄′[ξ|α] = |M(ξ)|α · |M ′(ξ)|(1−α), (3)

which consist of respective determinants corresponding to trend and covari-
ance parameters, α being a weighing factor. We intend to investigate further
how these criteria relate in the spirit of the KWEQ.
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Läuter, E. (1976). Optimal multipurpose designs for regression models. Math-
ematische Operationsforschung und Statistik, Series Statistics, 7:51–68.
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Müller W.G. and Stehĺık M. (2009). Compound Optimal Spatial Designs,
Environmetrics, forthcoming.
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